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[bookmark: _GoBack]Using high-performance computing (HPC) resources effectively has become more challenging than ever due to increasing heterogeneity in both hardware and software. A positive feedback loop of more scientific insight leading to more complex solvers which in turn need more computational resources has been a continuous driver for development of more powerful platforms. The field of computer architecture is poised for more radical changes in how future platforms are likely to be designed, especially because scientific workflows themselves are growing more complex and diverse. Additionally, machine imbalance in HPC has put the focus squarely on the software architecture of application codes. Abstraction with C++ templates that have succeeded until now can only go so far. Generative AI fails miserably at writing any non-trivial scientific code. For the foreseeable future it will take thoughtful software design with judicious task decomposition and a battery of tools for abstraction, code generation, and verification with a human in the loop orchestrating and directing the development to continue to make scientific advances. I will present our efforts along these lines with Flash-X, a multi-physics multi-domain scientific application software.
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