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* Facilities-based, data-driven since: Opportunities &
challenges

* The Virtual Data Collaboratory (VDC) project: Leveraging
the computing continuum for facilities-based science

Data discovery, data access, data integration

« Conclusion and next steps
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Science & Society Transformed by Data & Computing

y 0O
§2: Science and Engineering
0 =2 .
E ¢ in 218t Century
- 28 = New paradigms and
ELY E 3 practices in science and
> engineering
= Inherently multi-disciplinary
= Extreme scales, data-driven,
g , data and compute-intensive
Astronomy: LSST Personalized Medicine Internet of Things  Biology: Sequencing ) ] .
= Collaborative (university,
* Nearly every field discovery is transitioning from “data national, global)
poor” to “data rich”
* The scientific process has evolved to include
computation & data : VDC

VIRTUAL DATA




Large, Shared-use Facilities can Transform S&E Research

VIRTUAL DATA



NSF Ocean Observatories
Initiative (OOI)

I Oregon section of the Cabled Array
g
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o

it
[~}

@ “£=. ooinet.oceanobservatories.org Baviheon [(SU RUTGERS ooins 4
Credit: John Delaney, University of Wasﬁlngton
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1227

>2500
>100K

ooinet.oceanobservatories. org Raviheon

Arrays

Stable Platforms

Moorings, Profilers, Nodes

Mobile Assets
Gliders, AUVs

Instruments (~850 deployed)
Science Data Products

Science/Engineering Data Products

O0SU RUTGERS

Credit: John Delaney, University of Wa
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Types of Data

Telemetered

yZ>%

Ocean Leadership

Axial Seamownt

Tube

worpns af Ipferno

Recovered

Cabled

Raytheon

Data Product Types

approximate counts
Other :
based on design
241 g

Trajectory
Timeseries
238

Profiler
Timeseries

472 Fixed

Timeseries
1,680

QS” ]:{[']TGERS UNIVEQLTY“] &

WASHINGTON



Types of Data

roduct Types

approximate counts
based on design

Fixed
Timeseries
1,680

Tubeworgns af Ipferno
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Data Download Statistics (Jun’16 — Jun’17)

28.3k visits

OOINet

Ocean Leadership

Unknown

South America
Others

Country Visits

E=ynited States 22,029

@lchina 1,942
Hen ? Unknown 965
ElBrazil 659
[HFrance 426
Zl3Uunited Kingdom 297

Raytheon

0su

Country
Eynited States

7 Unknown
MGermany
[*Icanada
Elchina
“Israel

pY

Raw Data

OOINet (Ul Portal) THREDDS Server Raw Data Server
Visits 28,341 3,681 18,829
Distinct countries 104 36 57
Direct entries 22,446 (79%) 3,324 (90%) 17,021 (90%)
Search engines 227(1%) 51 (1%) (<1%)
From websites 3,228 (26%) 306 (8%) 1,792 (10%)
Distinct websites 131 (540 distinct URLS) 17 (92 distinct URLSs) 30 (158 distinct URLSs)
Data transferred 75.31 GB 923.3 GB 41.85TB
- - ! OOINet
5 e P Asia srth America
' A 3 th Amerka 4 curope .

Europe

Asia
Oceania
Others

Visits
16,989
929
215
127
116

84

UNIVERSITY of

RUTGERS oo
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Large, Shared-use Facilities can Transform S&E Research

LIGO: Gravitational wave EHT: Black hole

[

—
Observatory data repository

Scientific discovery

EVDC

[EHT image] http://news.mit.edu/sites/mit.edu.newsoffice/files/styles/news article image top slideshow/public/images/2019/01-es01907a 0.jpg?itok=LNUsoo9M
[LIGO image] https://www.ligo.caltech.edu/system/media_files/binaries/266/original/162571main_GPB circling earth3 516.jpg?1446243770



http://news.mit.edu/sites/mit.edu.newsoffice/files/styles/news_article_image_top_slideshow/public/images/2019/01-eso1907a_0.jpg?itok=LNUsoo9M
https://www.ligo.caltech.edu/system/media_files/binaries/266/original/162571main_GPB_circling_earth3_516.jpg?1446243770

Virtual Data Collaboratory: Enabling The Large Facilities Science

« Data and services provided by large-scale instruments and observatories have become important enablers of
scientific discoveries.

« The VDC project explores how the emerging cyberinfrastructures continuum can improve the performance,
usability and science impact of data and services provided by facilities.

Science & Education Use Cases

Physical infrastructure (compute, storage, network, -
FIONAS), operating system and networking. Virtual r -
SESIENEEEANE infrastruc):turz mane? e):nent' VMs containe?s etc DEE 606 ey
g . ? ? : L Cataloging, curating, querying, discovery, federation, etc )
Cross-repository data indexing and discovery, provenance [ Network Service Layer )
records and other data-related services. Data DMZ

O e EERICIS Data analytics, cross-repository data fusion, in-transit
PLANE processing.

Productivity tools, streaming-based interfaces, advanced
caching and prefetching strategies.

USER PLANE

-Q-
observatory
repository

Collaborative data services to enable facilities’ data to
be discovered, accessed, integrated and analyzed in

a timely manner




Leveraging the Computing Continuum

Emerging computing landscape

* Cloud
* Hosted in data centers at the core
* Relatively inexpensive; seemingly infinite
* Far from data; data access expensive

* Fog/Edge
* Computation/storage limited and expensive
¢ Closer to the data; lower latencies
 Limited and unreliable connectivity

* In-Transit
* Distributed along the data path
* Limited, but can be effective
* Intermediate latency
* Fewer guarantees

Ne
by : i = ol
(- B o)

data
Big Data Software Stack

)
SRT0S & @ o PGP | reHsEdn oA
mogumee : USE &L § i
Y othema @ CQ« €3 Bnipen
o : thernet o H
LIA‘" % <%’Cassandra Ssas B,
s G CimemlS3 L g
s ? N : i
csv<xml/>§ @ .mongDDB i +ableau
{JSON} e GAuee | @Bredis il
- L aHowE QBletooth! 300, Software Define Environments
Bl Ry S '
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Leveraging the Computing Continuum

Emeroine ramnirtine lanAderana

* Clc

Computing across the Continuum

* Leverage resources and services at the logical extreme of the
) FO.E network and along the data path to increase the value of the data
while potentially reducing costs

* Exploit the rich ecosystem of data and computation resources at

.« In- the edge so that data is not moved

* Fewer guarantees = % o

PrivateClouds ~ Hybrid  Public Clouds




Driving Use-case: Tsunami Early Warning

Increase precision and timeliness of tsunami warning by analyzing multiple geo-graphically-distributed data
sources simultaneously,

« Tsunami Early Warnings require earthquakes to first be characterized (magnitude, location, speed of displacement, etc.).
* Asingle data source doesn’t able to cover a whole spectrum of events. Seismometers are good for the smaller
earthquakes (< 6.5), high-precision GPS are good for larger earthquakes.
+ Centralized data processing does not support real-time and high volume of data constraints of such system.
» Goal: Combine multiple data sources to cover the whole spectrum of events.
* Decentralized Early Earthquake Magnitude (DEEM): A new two-step ensemble ML algorithm leveraging the two types of
data for magnitude prediction using in-network resources

— # 60s MTS GPS (# Events) Seismic (# Events)
Data sources (sensor networks) ODSeTVatorIos Virtual Data Collaboratory ; i/lal\initu_'ge; i ) 7?;781589 ((18750)) 1,0?1’\f (349)
< Magnitude , one
Event triggering (analytics, Machine N . Centralized decision making based on 6 < Magnitude < 7 991 (4 266 (4
(LeETmlg): In-transit processing grents 7< Magnitude <8 432 26; 249 Esi
— Magnitude > 8 265 (4) 133 (4)
Underwater \:"B:% s — Total 13,265 (269) 1,686 (363)
Seismometers E}g science for a changing world
GPS . Seismic 1- M<5
100 I= M<5 2-5<M<6
5 3—6<M<7T -
High-precisi DB: - 7 3-6<M<T
GPS stations. EE:> UNAVCO -~ _ A\ T<M<s e
- g - 3< M E [ R i
. = 50 3,
= £ o
Pressure I I |
1 2 3 4 5 0 1 2 3 4

Magnitude Prediction Magnitude Prediction




Driving Use-case: Tsunami Early Warning

Increase precision and timeliness of tsunami warning by analyzing multiple geo-graphically-distributed data

» Tsunami Early Warnings r
* A single data source «
earthquakes (< 6.5), hi

* Centralized data proc

» Goal: Combine multiple date
* Decentralized Early Earthc
data for magnitude predictio

Data sources (sensor networks) Observatories

Event triggering (analytics, Machine
Learning).

Underwater D‘E:% ZUSGS
Seismometers EB science for a changing world

High-precision D-E:>_ UNAVCO
GPS stations \:,_E: .,

Pressure

In-transit proces

sources simultaneously,

- Data discovery
- Data access
- Data integration

GPS
100

50

0 I

Frequency

1 2 3 4
Magnitude Prediction

Key requirements/challenges

1- M<5H

3—-6<M<7T

4—T<M<8
N 5 3< M

, speed of displacement, etc.).
are good for the smaller

traints of such system.

nm leveraging the two types of

Events) Seismic (# Events)
(170) 1,038 (349)
) (85) None
(4) 266 (4)
(6) 249 (6)
(4) 133 (4)
v (269) 1,686 (363)
Seismic 1—- M<5
2—5<M<6
& 3—-6<M<7
=3 4—T<M<8
£ 50 .5 S< )
b
L L

Magnitude Prediction




Facilities-based, Data-driven S&E: Data Access Challenge

Large volume, high data-rate,
geographically distributed datasets

Ocean Observatory Initiative

* [,227 instruments (~850 deployed)
* 25,000 science data sets

* 100,000 scientific data products

LIGO: Generate TBs data per day,
during ‘observing' mode

SKA: Estimate to generate an EB a day
of raw data, which could be
compressed to around 10 PB

LSST: Produce 20 TB data per night

Large number of geographically
distributed user communities with
overlapping interests

25.00

19.42

N
o
o
S

[EEN
SJ'I
o
o

[EEN
o
o
o

5.00

Data Transfer Time (Day)

057 0,09

1 2

1TB

019 0,01

Network bandwidth: 100Mbps, 1Gbps. 10Gbps

EVDC

VIRTUAL DATA




Addressing Data Access: Prefetching & Smart Caching

Objective: A push-based data delivery framework that leverages user access
patterns and locality to accelerate the data delivery performance

Approach:

» Establish a distributed cache
network using in-network DTNs ( Data Service Layer
. DevelOp a hybrl d prefetching mo del Cataloging, curating, querying, discovery, federation, etc
- Association-based model [ Networgﬁ:mzze Layer
- Historical record-based model

Science & Education Use Cases

Data sets:

« Ocean Observatory Initiative
- Nov. 2018
- 17.9 million records

- UNAVCO

- One year of 2018 T VD

- 77.8 million records VIRTUAL DATA

'
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Addressing Data Access: Studying User Access Patterns

User access classification: Program access classification:
* Interactive access: users manually download data * Regular data download: at regular intervals; no overlap
* Program access: scripts automatically download » Overlapping access: at regular intervals; large overlap with previous access
data . : high frequency access (e.g. every 5 sec); no overlp

Observations: it — naw
« Interactive users are the major users (~90%) g o Hon ‘ 8 e
+ Programs are the major data consumers (~90%) P Lo e o

100% Fume et

oo 5.90% 11_230% ' ‘3 . - - . - X - 112200 - - n 11-2300 0; ; - - 5 S .
80% Mﬂ X\;p“ \xl"“ \x'ﬁg W{Q Mﬂ Xx’ﬁx \\'131 &h“ 0,)3“ wf’ R 9"‘3“ v'ﬁx xﬂ\ xl‘p xﬁl x"“q x\f’“ xvf’o Q‘.DQ 9‘130 x«;ﬁ“ \}’p\ \y"ax
70% User request timestamp User request timestamp User request timestamp

60% i Regular data download Overlapping access Real-time access

50% %

ok 94.10%

o Data usage pattern:

0% » Duplicated data transfer volume

0% — —— — - - O0I: 60.8%

User distribution Data volume distribution User distribution Data volume distribution _ UNAVCO 172%
ool UNAVCO
B Human Access M Program Access

S . Regular data download

ummary. Overlapping access

"~ o
+ Focus on the program access: 90% of total data transfer 0Ol UNAVCO
* Add a cache layer to alleviate redundant data transfers
+ Implement prefetching: program accesses are predictable : VD(
(~90%)
VIRTUAL DATA




Addressing Data Access: Prefetching

A hybrid prefetching model:

» Association-based prediction model
- Spatial correlation

 Historical record-based prediction model
- Temporal correlation

Example: OOI Instruments distributed
across 7 platforms

Spatial locality: 20 == — I
* User requests target specific 3 _ Ve 45
locations D e -
* Multiple users request the FEO N |
same data g2 e E . .
I e " - X
. . D x B LN poxX X
BG o 10 B, s b ¥
0+
2 . 60
’ Oﬁn_széﬁt location
Temporal locality:
11-22 21
—— Data Obj #1
g 11221871 pata obj #2 I
& 11-22 154 |—— Data Obj #3 I
E 11-22 12 { |—— Data Obj #4
r_‘§ | |—— Data Obj #5 I |
5 11-220979|___ pata Obj #6
g 1122064 I
& 11-22 03 4h
£ 112200+ - " ZK ¥
. 11-21 21 A l

OF 0% 0% Lo® a0 AT A% a0 4% 9O T

> > > > >
Nt '\,’V’L Nt '\,’V’L Nt '\,’V’L At '\,’V’L ang

User request receive timestamp




Prefetching Approach

Request:
Timestamp:
Data stream ID:
Instrument ID:

Modeling the request sequence

R = (TS, Dy, I,, TR,)
TS, = (ts;,ts,, ..., ts,)
D, = (d,,d,,...,d,)
L, = (iy, i i)

Association-based prediction model
+  Exploit spatiotemporal correlation

» Use the Frequent Pattern growth algorithm (FP-growth) to predict

next request

- Construct the frequent-pattern tree (FP-tree)
- Prefetch the data with confidence @; > threshold

- (dy,dyy s diym-1) = (dizm, @), @; is confidence value

—— Data Obj #5
11-22 09 4

Time range of dat

11-21 21 A I

Time range: TR, = (try,try, ..., tr;, )
11-22 21 7= A
|—— Data Obj #1 : (dl + Ii)
g 112218 1= = 1t Obj %
% 11-22 151 —— Data Obj #3 I
o 11-22 12 { — Data Obj #4

~——— Data Obj #6
11-22 06 4
11-22 03 4
tl"i
11-22 00

=& =
| 9 (ﬁo’l
AW AY

h%

1

T T o o
{1_'5“ 2O 3 Y Y Y Y 5 Tl
TTANT AT AT AT AT AV AV AT AV

ts User request receive timestamp
|

Historical record-based prediction

model
» Identifying program-based access (PA)
- Maintain a detection time window
(e.g. 2 weeks)
- Check repetition patterns for a user’s
request R
*  Once PA is identified
-Determine (D, I,,, TR,,)
* Use ARIMA to predict TS,

Beer and Diapers =

N e

Image: http://myshopdiscountsblog.com/wp-content/uploads/2014/06/dad-shopping.jpg



http://myshopdiscountsblog.com/wp-content/uploads/2014/06/dad-shopping.jpg

System Architecture

Science & Education Use Cases E Cache server ; Data
L J ' ' Repository
Data Service Layer ' Data Management Engine ' .
L Cataloging, curating, querying, discovery, federation, etc : € - - > H
Network Service Layer E E Data
Data DMZ ) ' Data Prefetching Engine : Repository

i DTN DTN DTN DTN J
E cache - cache cache - cache
E A A A A A Y A 7 E
Osenvaoy T S
repository
Virtual Data Collaboratory Users Users Users Users
€------ » Command Flow <«——> Data Flow



Experimental Evaluation

+ System setup emulated:
* 8 DTNs based on parameters
obtained from the PRP Dashboard
(Feb. 13, 2019 at 15:39:00)
» Cache sizes: 128GB, 256GB, 512GB,
1TB, 2TB; LRU cache eviction

+ Data source: OOl access log from
November 2018 (17 Million records)

» Four scenarios:
W/O Cache
Simple Cache (LRU)
Simple Cache W/ Virtual Group
Smart Cache (including prefetch)

The volume of data retrieved from the repository

[ 128GB

ZZ1 256GB

E= 512GB

=3 178

B34 2TB

100.0% T
95.0%
90.0%
85.0%
80.0% -~
40.0% ]
30.0%

20.0%

Normalized amount of data movement

10.0%

0.0%

W/O Cache

OO0l

Caching strategy

Simple Cache W/ Virtual Groups |

Normalized amount of data movement %

178

Z2 218

BE= 478

EXJ 8TB

XX 16TB

100%

0%

W/O Cache

NNNNNANRANNANNNNNNNNNNNNNNY
4 IIIIIIIIIII{!IIIIIIIII
XX

XXX

D

RRRXXXRXX

RRRXRXXX

XX

KX

UNAVCO

I IIIIIIIIIIIS

RRRRRRRRRRRXN

Simple Cache W/ Virtual Groups| Smart Cache

Caching strategy

>

XXX

XK

v/ SN
XXX

XX

The volume of data retrieved from the local DTN cache

[ 128GB £Z] 256GB B4 512GB X 1B [X1 278
[ Retrieve data from other DTN [ Retrieve data from local DTN

1 17TB CZ3 2TB BE=3 4TB EXJ 8TB 4 16TB
[ Retrieve data from remote DTN 3 Retrieve data from local DTN

58.00%
R
2 S 70%
£57.00% c
g — [}
2 =N £
$56.00% = g 0%
3 — 3
£ — 8
©55.00% ;_t E 50%
T —
S — o}
2 — ©
554.00% 7 e °
£ Low 5 0%
3 12.0%-r - —~
£ =N\ €
% 10.0% = S 20%
bl — o 30%
N 8.0% o %
= —
E 6.0%4 /) _\ g 20%
s —
2 4.0% S = o N
—] ©
2.0% £ 10%
—\]
201 | HZEN — £
simple Cache W/ Data Hub Smart Cache Z o
OOI Caching strategy Simple Cache W/ Virtual Groups Smart Cache -

UNAVCO

Caching strategy

.TA




Facilities-based Data-driven S&E: Challenges

#1 Data access

#2 Data discovery

» Users typically manually explore data via a web portal

,,,,,,,,,,,,,,,,, | #1: Select research arrays
o | #2: Select the facility site

nnnnnnnnnnnnnnn

CABLE%‘*L“ | #3: Select the instrument
ASSET MANA@'ENT | #4: Select the data stream

[AUTO] OOl Message Service - soxx 5 #6 Receive the data download link and Done!

services@oceanobservatories.net «

Dear

ot st e 00 o Pl v Manually searching for data/data products is not

efficient (feasible)

You can use either of the following two links to access your data. Re mem be r, OO I h as.
THREDDS Cata Sarvr » 1,227 instruments (~850 deployed)

Use this link if you would like a subset or specialized download options for your dataset. For example, you

S I = c;nus:;nOPeIND:P-compatiblecnem,|ikencreadinManaborpydapinPython. ° > 25’000 Science data SetS : VD c
— » > 100,000 scientific data products

Global Souti=NIE I_ = dio “jﬁl

- s |
Global Statiq Navigh 1137|

=4 2160 I
S —

Use this link if you would like to download your data directly from your web browser, or if you are using
wget or similar software.

VIRTUAL DATA
COLLABORATORY




Facilities-based Data-driven S&E: Challenges

#1 Data access

#2 Data discovery

» Users have to manually explore data from the observatory data web portal
» Gets even more tedious when exploring data across multiple repositories

@ Home _ Soence - Asset Menagement ~

Research Arrays seec: a sy on e map or chooss o the s 4 o A 1 oue ot conacr vy QAT

- ! b UNAvCO,, Conmunty_Profcs_nsoumontaton Data_Sofuare_Sincs_Edcaton
" home  data - doi » search
= L. USGS Home
: 2 Data T i E Contact USGS
A « Help with Data
z i - Digital Object
\dentifiers Cllckthe colum headers to st the DOIs. Hold the shiftkey and cick additona headers for powerful compound sorting.
Goastal Plonsen 7 { 3 Dataset DOI Search — -
5 T Show {{flig]entrles Search: I 4km Monthly Parameter- Bias Corrected Constructed Bias Corrected Spatially
= clevation Regrossions on Analogs V2 Daily Glimate Downscaled Monthly CMIPS
" Showing 1 o 10 0f 4,547 entres Predoss |12 3 4 5. 45 Nex
Global Argentine Basin

Independent Slopes Model Projections Ciimate Projections
Monthly Climate Data for the
Continental United States.

DasetTe o Desapton . Start nd Ciation Publcaton Rostact Aosact
Year
Aot e
GPs/oNss s casetwascrost using mo IS | procitaton sy recotatn an ity
compaign Freymuelir,efrey T, 2000, Adsk Paramoteaeaton Fogrossions on
Shortterm 1999.07. 1935, UNAVCO, GPSIGNSS Incapencent Sopes e,
dak 1999 ‘occupations at 19990706 5 Observations Dataset, 20 F N s | e s A [
multple hiosi/dolorg/10.7283/354E 5K54
locatons
GPS/GNSS:
campaign: Beaan, ohn, 1997 Adrondacks 1355

UNAVCO

TN
EVDC

VIRTUAL DATA




Facilities-based Data-driven S&E: Challenges

#1 Data access

#2 Data discovery

#3 Data integration

Satellite

Enable data from multiple data sources
to be dynamically (opportunistically)
integrated as part of support data-
driven workflows

Example: Tsunami early warning
system
» Integrate three data sources:
- GPS (UNAVCO)
- Seismograph (USGS) ,
- Underwater pressure (OOl) GITEWS g Eathquake

GITEWS COMPONENTS

Tsunamic early warning system [1] r VD c

[1] https://www.dhigroup.com/presences/nala/usa/news/2006/9/27/~/media/lmages/News/2006/20060927 GITEWS.ashx VIRTUAL DATA



https://www.dhigroup.com/presences/nala/usa/news/2006/9/27/~/media/Images/News/2006/20060927_GITEWS.ashx

Data-driven science and engineering research enabled by large-scale, shared-use experimental
and observational facilities presents new opportunities for discovery

Data distribution, size, heterogeneity presents discovery, access, integration, processing
challenges

Large scale, heterogeneous in nature and geographic location
Data needs to be processed by complex application workflows in a timely manner

The VDC project aims to provide data services that can leverage the computing continuum to
address the needs for facilities-based data-driven science

EVDC

VIRTUAL DATA



Thank you!
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a Workflow

Manish Parashar
Rutgers Discovery Informatics Institute (RDI?2)
Rutgers, The State University of New Jersey

Email: parashar@rutgers.edu

WWW: http://parashar.rutgers.edu/ : VD c
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