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Various applications from fields like quantum mechanics, material sciences, and
machine learning require computing the discrete Fourier transforms on prime-
sized inputs. Typically, this computation is done as a cyclic convolution using
either Rader’s or Bluestein’s algorithms. However, expressing the computation
as a cyclic convolution requires costly steps, such as expensive memory access
patterns, extra computation and/or increase in memory footprint, which impact
overall performance. In this work, we present an alternative approach for such
computations, where the DFT is cast as a direct symmetric matrix-vector multi-
plication. Using knowledge from the dense linear algebra domain and exploiting
the symmetries of the Fourier matrix, we present an implementation that streams
the data and requires little extra storage. We show that this approach achieves
up to 2x performance gains on Intel and AMD architectures, compared to state
of the art implementations offered by Intel MKL and FFTW that use Rader and
Bluestein.
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