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The main contribution of this paper is to show efficient implementations of the
convolution-pooling in the GPU, in which the pooling follows the multiple con-
volution. Since the multiple convolution and the pooling operations are performed
alternately in earlier stages of many Convolutional Neural Networks (CNNs), it is
very important to accelerate the convolution-pooling. Our new GPU implemen-
tation uses two techniques, (1) convolution interchange with direct sum, and (2)
conversion to matrix multiplication. By these techniques, the computational and
memory access cost are reduced. Further the convolution interchange is converted
to matrix multiplication, which can be computed by cuBLAS very efficiently. Ex-
perimental results using Telsa V100 GPU show that our new GPU implementation
compatible with cuDNN for the convolution-pooling is 1.34-9.49 times faster than
the multiple convolution and then the pooling by cuDNN, the most popular library
of primitives to implement the CNNs in the GPU.
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