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Sequoia		(LLNL)

ATS	1	– Trinity		(LANL/SNL)

ATS	2	– Sierra	(LLNL)

Tri-lab	Linux	Capacity	Cluster	II	(TLCC	II)

CTS	1

CTS	2

‘22

System
Delivery

ATS	3 – Crossroads	(LANL/SNL)

ATS	4	– (LLNL)

‘23

ATS	5 – (LANL/SNL)

Sierra	will	be	the	next	ASC	ATS	platform

Sequoia	and	Sierra	are	the	current	and	next-generation	Advanced	Technology	Systems	at	LLNL	
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Sierra	is	part	of	CORAL,	the	Collaboration
of	Oak	Ridge,	Argonne	and	Livermore

CORAL is the next major phase in the U.S. Department of Energy’s
scientific computing roadmap and path to exascale computing

Modeled on successful LLNL/ANL/IBM	
Blue Gene partnership (Sequoia/Mira)

Long-term contractual partnership 
with 2 vendors
2 awardees for 3 platform 
acquisition contracts 
2 nonrecurring eng. contracts

NRE contract

ANL Aurora contract (2018 delivery) 

NRE contract

ORNL Summit contract (2017 delivery)

LLNL Sierra contract (2017 delivery)
RFP

BG/Q Sequoia
BG/L BG/P Dawn

LLNL’s IBM  Blue Gene Systems
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The	Sierra	system	that	will	replace	Sequoia	
features	a	GPU-accelerated	architecture	

Mellanox Interconnect
Single Plane EDR InfiniBand 
2 to 1 Tapered Fat Tree

IBM POWER9
• Gen2 NVLink

NVIDIA Volta
• 7 TFlop/s
• HBM2
• Gen2 NVLink

Components

Compute Node
2 IBM POWER9  CPUs
4 NVIDIA Volta GPUs
NVMe-compatible PCIe 1.6 TB SSD
256 GiB DDR4 
16 GiB Globally addressable HBM2 

associated with each GPU
Coherent Shared Memory 

Compute Rack
Standard 19” 
Warm water cooling

Compute System
4320 nodes

1.29 PB Memory
240 Compute Racks

125 PFLOPS
~12 MW

GPFS File System
154 PB usable storage

1.54 TB/s R/W bandwidth
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Outstanding	benchmark	analysis	by	IBM	and	
NVIDIA	demonstrates	the	system’s	usability

Projections	included	code	changes	that	showed	tractable	
annotation-based	approach	(i.e.,	OpenMP)	will	be	competitive

9  
  

  
Figure 5: CORAL benchmark projections show GPU-accelerated system is expected to deliver substantially higher 
performance at the system level compared to CPU-only configuration.  

The demonstration of compelling, scalable performance at the system level across a wide range of 
applications proved to  be  one  of  the  key  factors  in  the  U.S.  DoE’s  decision  to  build  Summit and Sierra on 
the GPU-accelerated OpenPOWER platform.      

Conclusion  
Summit and Sierra are  historic  milestones  in  HPC’s  efforts  to  reach  exascale  computing.    With  these  new  
pre-exascale systems, the U.S. DoE maintains its leadership position, trailblazing the next generation of 
supercomputers while allowing the nation to stay ahead in scientific discoveries and economic 
competitiveness.  

The future of large-scale systems will inevitably be accelerated with throughput-oriented processors.  
Latency-optimized CPU-based systems have long hit a power wall that no longer delivers year-on-year 
performance  increase.    So  while  the  question  of  “accelerator  or  not”  is  no  longer  in  debate,  other  
questions remain, such as CPU architecture, accelerator architecture, inter-node interconnect, intra-
node interconnect, and heterogeneous versus self-hosted computing models.  

With those questions in mind, the technological building blocks of these systems were carefully chosen 
with the focused goal of eventually deploying exascale supercomputers.  The key building blocks that 
allow Summit and Sierra to meet this goal are:  
 

• The Heterogeneous computing model  
• NVIDIA NVLink high-speed interconnect  
• NVIDIA GPU accelerator platform  
• IBM OpenPOWER platform  

With the unveiling of the Summit and Sierra supercomputers, Oak Ridge National Laboratory and 
Lawrence Livermore National Laboratory have spoken loud and clear about the technologies that they 
believe will best carry the industry to exascale.  

13

CORAL APPLICATION PERFORMANCE PROJECTIONS
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Sierra	system	architecture	details	have
recently	been	finalized	with	Go	decision

Sierra uSierra

Nodes 4,320 684
POWER9 processors per node 2 2
GV100 (Volta) GPUs per node 4 4
Node Peak (TFLOP/s) 29.1 29.1
System Peak (PFLOP/s) 125 19.9
Node Memory (GiB) 320 320
System Memory (PiB) 1.29 0.209
Interconnect 2x IB EDR 2x IB EDR
Off-Node Aggregate b/w (GB/s) 45.5 45.5
Compute racks 240 38
Network and Infrastructure racks 13 4
Storage Racks 24 4
Total racks 277 46
Peak Power (MW) ~12 ~1.8

These are working numbers; the final configuration 
will only be set once the system is fully installed 
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LLNL	and	ASC	platform	chose	to	use	a	
tapered	fat-tree	for	Sierra’s	network

This decision, counter to prevailing wisdom for system design, benefits Sierra’s 
planned UQ workload: 5% more UQ simulations at performance loss of < 1%

§ Full	bandwidth	from	dual	ported	Mellanox EDR	HCAs	to	TOR	switches
§ Half	bandwidth	from	TOR	switches	to	director	switches
§ An	economic	trade-off	that	provides	approximately	5%	more	nodes



LLNL-PRES-738369
8

§ Sierra	is	contrasted	with	ORNL’s	
Summit	system
— Summit	will	feature	3	Voltas	per	Power9	

(i.e.,	6	GPUs	per	node)
— Summit	will	provide	a	full	bandwidth	

fat-tree	
— Summit	will	include	2X	Sierra’s	main	

memory	per	node

§ Sierra’s	workload	will	focus	on	
uncertainty	quantification

Sierra	architectural	decisions	
reflect its	planned	UQ	workload

These tradeoffs improve Sierra’s effectiveness by about 5% 

— Multiphysics	ensemble	calculations	that	stress	throughput
— Will	fit	each	physics	package	into	64	GiB memory	(or	less)
— Aggregate	memory	footprint	under	reduced
— Relatively	low	network	demand,	placed	to	minimize	contention

§ Sierra	architectural	decisions	support	this	workload
— Traded	network	and	memory	for	compute	nodes
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Early Access to CORAL Software Technology
Based on IBM’s current technical programming offerings with 
enhancements for new function and scalability. Includes: 
•  Initial messaging stack implementation
•  Initial Compute node kernel
• Compilers:

o  Open Source LLVM
o  PGI compiler
o  XL compiler

Early	Access	systems	provide	critical	
pre-Sierra	generation	resources		

Early Access Compute System
• 18 Compute Nodes
• EDR IB switch fabric
• Ethernet mgmt
• Air-cooled

Early Access Compute Node
• “Minsky” HPC Server
• 2xPOWER8+ processors
• 4xNVIDIA GP100; NVLINK
• 256GB SMP (32x8GB DDR4)

Initial Early Access GPFS
• GPFS Management servers
• 2 POWER8 Storage controllers
• 1 GL-2; 2x58  6TB SAS drives or
• 1 GL-4; 4x58  6TB SAS drives
• EDR InfiniBand switch fabric

• Enhancement to GL-6, 6x58 
6TB SAS drives in progress
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Three	LLNL	Early	Access	systems	support	
ASC	and	institutional	preparations	for	Sierra

Shark
597.6TF

Compute Compute
Storage

Infrastructure

ESS

Ray: 
896.4 TF

Compute Compute StorageCompute Infrastructure

Compute nodes on 
Ray have 1.6TB 
NVMe drives

Compute Compute
Storage

Infrastructure

ESS

Manta
597.6 TF
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CORAL	NRE	drove	Spectrum	Scale	advances	
that	will	vastly	improve	Sierra	file	system

Original Plan of Record

Modified (Cost Neutral)

§ 120PB	delivered	capacity
§ Conservative	drive	capacity	estimates
§ 1TB/s	write,	1.2TB/s	read
§ Concern	about	metadata	targets

NRE + Hardware 
Advancements

Close	partnerships	lead	to	ecosystem	improvements

§ 154PB	delivered	capacity
§ Substantially	increased	drive	capacities
§ 1.54	TB/s	write/read
§ Enhanced	Spectrum	Scale	metadata	perf.	

(many	optimizations	already	released)
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NVIDIA	Volta	GPUs	(GV100)	provide	the	
bulk	of	Sierra’s	compute	capability

To realize Sierra’s full potential, we must exploit the tensor operations. The 
commoditization of machine learning will make this an enduring challenge.

9

VOLTA GV100 SM

GV100

FP32 units 64

FP64 units 32

INT32 units 64

Tensor Cores 8

Register File 256 KB

Unified L1/Shared
memory

128 KB

Active Threads 2048

SMs 80
FP64 Units (per SM) 32
FP32 Units (per SM) 64
Tensor Cores (per SM) 8
Register File (per SM) 256KiB
L1/Shared Memory (per SM) 128KiB
Double Precision Peak (TFlop/s) 7 (7.5)
Single Precision Peak (TFlop/s) 14 (15)
Tensor Op Peak (TOp/s) 120
HBM2 Bandwidth (GB/s) 898
NVLINK BW to CPU/Other GPU 75 (60)
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Jeff	Hittinger’s LDRD	team	is	exploring	techniques	
to	exploit	capabilities	in	traditional	simulations

Task-based	
mixed	

precision

Multilevel	
representation

Adaptive-rate	
compression

New	number	
representations

Libraries and Tools

16 bits/value

Applications

ARM / Commodity 
GPU cluster Success	requires	close	collaboration	with	

applications
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A	promising	direction	is	the	potential	for	an	
AMR-like	dynamic,	local	mixed	precision	

§ Dynamic	Mixed	Precision
— Hierarchical	representation:	sum	of	singles
— Block-based	refinement
— Most	calculations	in	single	precision
— Key	issues	

• Refinement	criteria
• Propagation	of	round-off	error
• Cost/benefit	

§ Error	transport	techniques	to	
understand	error	evolution:

double singlesingle

Solve defect 
equations here

v

✏

u = v + ✏(0) + ✏(1) + · · ·
single
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Advanced	technology	insertion	will	establish	new	
directions	for	high-performance	computing

Memory-
intensive 
systems

Machine learning and 
neuromorphic technologies

Quantum technologies

Data-analytics 
systems e.g. 

Catalyst

Cognitive simulation systems

38   Photonics Spectra  June 2014 www.photonics.com

Q Quantum Computers

NV− center platforms have already proved 
effective in many core parts of a quan-
tum computer, from single-qubit gates to 
entanglement of two remote NV− centers. 
The system can operate at room tem-
perature, which is an advantage over ion 
traps and superconductor approaches. The 
NV− center offers an electron spin and 
a nuclear spin, the latter of which works 
as a memory to store quantum informa-
tion. The electron spin can be coupled to 
a photon to connect one NV− module to 
another, potentially enabling large-scale 
quantum computers. 
7KH�PRGXOHV�DUH�FRQQHFWHG�E\�¾EHU�

optic interconnects, which can simultane-
ously be used as off-chip memory/storage 
buffers. The role of the buffer is to delay 
single photons for short periods to facili-
tate circuit synchronization. The NTT 
group has also proposed (doi: 10.1038/
ncomms3725) a photonic quantum pro-
cessor based on an on-chip single-photon 
buffer using a coupled resonator optical 
waveguide (CROW).
7KH�¾UVW�RI�LWV�NLQG��WKH�&52:�EXI-

fer consists of 400 high-Q (quantum 
HI¾FLHQF\��SKRWRQLF�FU\VWDO�OLQH�GHIHFW�
nanocavities. The model showed buffer-
ing of a pulsed single photon for up to 150 
ps with 50-ps tenability while preserving 

entanglement. At the circuit level, the 
group found maximum tolerable error 
per elementary quantum gate to be ap-
proximately 0.73 percent. At the physical 
architecture level, they estimate that a 
large-scale computer with a similar error 
threshold is achievable in the near future, 
D�VLJQL¾FDQW�VWHS�WRZDUG�TXDQWXP�FRP-
puting. Even better, the team says that its 
electron-spin entanglement distribution 
scheme can also be applied to quantum-
dot-based systems. 

Superconductor platforms
Why are qubits so faulty? The quantum 

state of a qubit is a very fragile thing, 
easily disturbed by loss due to materials-
related defects, noise from nearby control 
lines, or other qubits. 

“Intuitively, one can imagine the 
quantum state as a spinning top: If you 
don’t touch it, it’ll keep spinning. If you 
tap on it, the top starts to precess; and if 
you perturb it too much, it tumbles,” said 
Rami Barends, postdoctoral fellow of 
physics at the University of California, 
Santa Barbara.

Fault-tolerant large-scale quantum 
computers require a platform that can 
scale up, a compatible architecture that 
corrects errors to below 1 percent, high 

JDWH�¾GHOLWLHV��ZKHUH�¾GHOLW\�=���ì�HUURU�
UDWH��DQG�PHDVXUHPHQW�¾GHOLWLHV�EHORZ�
the threshold, said Barends, a member of 
professor John Martinis’ group at UCSB. 
He and doctoral candidate Julian Kelly 
DUH�FR�¾UVW�DXWKRUV�RI�D�Nature paper de-
scribing a superconductor-based quantum 
architecture that paves the path toward 
those goals. Superconductor platforms 
enable construction of large quantum 
circuits compatible with inexpensive 
microfabrication. 

The approach used by Martinis’ group 
uses a Josephson junction design, which 
uses aluminum as the superconductor 
and 2-nm thin barriers of aluminum 
oxide to store quantum bits on a sapphire 
substrate. The key to making the surface 
code work is a 2-D array of Xmon qubits 
in which quantum logic and measure-
ment correct the errors (doi:10.1038/
nature13171). The processor chip has 
D�OLQHDU�DUUD\�RI�¾YH�TXELWV�IHDWXULQJ�
nearest-neighbor coupling. The gates 
modify the state of one qubit conditional 
on the state of the other, thus entangling 
them. The photons that are sent to the qu-
bits have a 6-GHz microwave frequency, 
which can be generated electrically. 

To eliminate thermal noise at room 
temperature, superconductor-based 

7KH�LQWHJUDWHG�-RVHSKVRQ�TXDQWXP�SURFHVVRU�GHYHORSHG�DW�8&6%�FRQVLVWV�RI�$O��GDUN��RQ�VDSSKLUH��OLJKW���7KH�ÀYH�FURVV�VKDSHG�GHYLFHV�LQ�D�OLQHDU�DUUD\� 
DUH�WKH�;PRQ�TXELW��7R�WKH�OHIW�RI�WKH�TXELWV�DUH�ÀYH�VZLWFKEDFN�VKDSHG�FRSODQDU�ZDYHJXLGH�UHVRQDWRUV�XVHG�IRU�LQGLYLGXDO�VWDWH�UHDGRXW�� 
7KH�TXELWV�DUH�ZLUHG�WR�FRQWDFW�SDGV�DW�WKH�HGJH�RI�WKH�FKLS��
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Workflow steering

Active learning – design 
optimization and UQ

Hybrid accelerated 
simulation

Analytics and simulation 
convergence
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Integrated	machine	learning	and	simulation	could	
enable	dynamic	validation	of	complex	models

High-fidelity 
simulation

Ensembles 
of 

simulation 
sets

CORAL computing 
architectures power the 
dynamic validation loop

High dimensional 
model parameters

Hypothesis generation 
– use the ML model to 
predict parameters for 

experimental data

Requests 
for new 

experiments 
and data

Distribution of 
predicted 
properties
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§ The	advantages	that	led	us	to	select	Sierra	generalize
—Power	efficiency	
—Network	advantages	of	“fat	nodes”
—Balancing	capabilities/costs	implies	complex	memory	hierarchies

§ Planning	a	similar,	unclassified,	M&IC	resource
—Same	architecture	as	Sierra
—Up	to	25%	of	Sierra’s	capability	

§ Exploring	possibilities	for	other	GPU-based	resources
—Not	necessarily	NVIDIA-based
—May	support	higher	single	precision	performance

Sierra	and	its	EA	systems	are	beginning	an	
accelerator-based	computing	era	at	LLNL

We have multiple projects planned to foster a healthy ecosystem




