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Can I have a 
virtual machine 
for one hour?

Sure

Binding contract!

A Basic Online Problem in a Large Computer System 
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Customer Provider
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Dilemma of the Provider 
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0 1

Known request: ut ilizat ion 1

Potential future request: ut ilizat ion  10

Reject of future request due to contract obligat ion

Competit ive rat io of ∑𝑝𝑝𝑗𝑗 � 1 − 𝑈𝑈𝑗𝑗 is  unbounded!

acceptance indica tor 0/1

10.5
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 Worst case ana lys is  of online a lgorithms : competit ive ana lys is

 Competit ive ra t io of a lgorithm 𝐴𝐴𝐴𝐴𝐴𝐴: max𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐼𝐼
∑ 𝑝𝑝𝑗𝑗� 1−𝑈𝑈𝑗𝑗 𝐴𝐴𝐴𝐴𝐴𝐴

∑ 𝑝𝑝𝑗𝑗� 1−𝑈𝑈𝑗𝑗 𝑂𝑂𝑂𝑂𝑂𝑂

 An online  a lgorithm is  optimal if the competit ive ra t io of the 
a lgorithm matches  the lower bound of the competit ive ra t io for the 
online problem.

Compet it ive Rat io
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Can I have a 
virtual machine 
for one hour?

Within the next two 
hours you will 
receive one hour 
computation time
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A Lit t le Flexibility: the Slack

Binding contract!

Customer Provider
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Formal Definit ion of Slack 𝜀𝜀
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𝑑𝑑𝑗𝑗 ≥ 𝑟𝑟𝑗𝑗 + 𝑝𝑝𝑗𝑗 � (1 + 𝜀𝜀)

Processing t ime 𝑝𝑝𝑗𝑗

Release date 𝑟𝑟𝑗𝑗 or submission t ime = reference t ime 𝑡𝑡𝑟𝑟𝑟𝑟𝑟𝑟

Deadline 𝑑𝑑𝑗𝑗

Flexibility 𝑝𝑝𝑗𝑗 � 𝜀𝜀
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The Benefit  of the Slack 

PPAM 17, Tuesday, September 12, 2017

0 1

7



The Benefit  of the Slack 
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0 1
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The Benefit  of the Slack 
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0 1
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The Benefit  of the Slack 

0 1

All contracts are valid!
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 Known Results
 Greedy Acceptance Stra tegy: If you can accept it , execute it!
 A Lazy Acceptance Stra tegy: Do not accept a ll jobs  tha t  you can 

accept!
 The Sequence Problem: All jobs  a rrive a t  t ime 0 in a  s equence.
 Lower Bound: The game of the adversa ry
 Progres s ion of Time: It  is  quite  a  difference!
 Res trict ions  in Practice

Content  of this Talk
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 Single machine without preemptions
 Greedy is  2 + ⁄1 𝜀𝜀 competit ive. The a lgorithm is  optimal 

(Goldwasser 1999).
 Para llel identica l machines  without preemption

 Trans fer of the s ingle machine a lgorithm to pa ra llel identica l 
machines  (Kim and Chwa 2001).

 No lower bound is  known.
 Lee (2003) sugges ted an a lgorithm with a  cla imed competit ive 

ra t io 𝑚𝑚 + 1 + 𝑚𝑚 � 𝜀𝜀 ⁄−1 𝑚𝑚. The rea l competit ive ra t io is  much la rger.

Known Results without  Preempt ions
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Single Machine Bound without  Preempt ions
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Single Machine Bound without  Preempt ions
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many jobs

single job

optimal schedule
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 Single machine results with preemption
 Greedy is  1 + ⁄1 𝜀𝜀 competit ive. The bound is  t ight  (DasGupta and 

Pa lis 2000).
 Para llel identica l machines  with preemption and without migra tion

 Trans fer of the s ingle machine a lgorithm to pa ra llel identica l 
machines  (DasGupta and Pa lis 2000).

 The competit ive ra t io is  not correct  for la rge s lack va lues  𝜀𝜀.
 Lower bound 1 + �1 𝑚𝑚�⌈ ⌉1+𝜀𝜀 −1 (DasGupta and Pa lis 2001).

Known Results with Preempt ions
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Single Machine Bound with Preempt ions
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many jobs

single job

single job

optimal schedule
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A Simple Check for a Legal Schedule 

𝑑𝑑𝑖𝑖3

𝑑𝑑𝑖𝑖2
𝑡𝑡

𝑑𝑑𝑖𝑖1

𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚 𝑡𝑡 = �
𝑗𝑗∈𝐽𝐽

�
0 for 𝑑𝑑𝑗𝑗 − 𝑝𝑝𝑗𝑗 ≥ 𝑡𝑡

𝑡𝑡 − 𝑑𝑑𝑗𝑗 + 𝑝𝑝𝑗𝑗 for 𝑑𝑑𝑗𝑗 > 𝑡𝑡 > 𝑑𝑑𝑗𝑗 − 𝑝𝑝𝑗𝑗
𝑝𝑝𝑗𝑗 for 𝑡𝑡 ≥ 𝑑𝑑𝑗𝑗

𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚 𝑡𝑡 ≤ 𝑚𝑚 � 𝑡𝑡 for all 𝑡𝑡 ≥ 0

Vmin(t): minimum amount of processing volume in interval [0,t)

There is a legal schedule if and only if

17



 We accept a new job if there is a valid schedule that completes the 
new job and a ll previous ly accepted jobs  in t ime. 

 We use the Vmin criterion to tes t  whether there is  a  va lid s chedule.
 The wors t  case s ingle machine scenario applies  a s  well!

Greedy Acceptance Policy on m Parallel Ident ical Machines
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Greedy Acceptance Policy on 2 Para lle l Ident ica l Machines
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many jobs

two jobs

optimal schedule
20



 We do not accept every job although it  may allow a legal schedule.
 We exchange the criterion 𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚 𝑡𝑡 by a  criterion  𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) ≤ 𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚 𝑡𝑡 .
 We exchange our threshold 𝑚𝑚 � 𝑡𝑡 by 𝐹𝐹(𝑚𝑚, 𝜀𝜀) � 𝑡𝑡 ≤ 𝑚𝑚 � 𝑡𝑡. 

Lazy Acceptance Policy

𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠 𝑡𝑡 = �
𝑗𝑗∈𝐽𝐽

�
0 for 𝑑𝑑𝑗𝑗 > 𝑡𝑡
𝑝𝑝𝑗𝑗 for 𝑑𝑑𝑗𝑗 ≤ 𝑡𝑡

𝑓𝑓 𝑚𝑚, 𝜀𝜀 =
𝜀𝜀

1 + 𝜖𝜖 �
�
𝑖𝑖=0

𝑚𝑚−1
1 + 𝜖𝜖
𝜖𝜖

𝑖𝑖
𝑚𝑚

𝐹𝐹 𝑚𝑚, 𝜀𝜀 =
1 + 𝜀𝜀
𝜀𝜀

1
𝑚𝑚
� 𝑓𝑓 𝑚𝑚, 𝜀𝜀
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 We test whether 𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚(𝑑𝑑𝑗𝑗) ≤ 𝑑𝑑𝑗𝑗 � 𝑚𝑚 a lways  holds  if the new criterion 
does  not exceed the new threshold.

 We reduce the ins tance space tha t  we mus t examine.
 We apply trans formations  tha t  cannot  decrease 𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚 𝑑𝑑𝑗𝑗 while 

they do not increase 𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠 𝑑𝑑𝑖𝑖 for any 𝑑𝑑𝑖𝑖 > 𝑑𝑑𝑗𝑗.

 We ana lyze a ll job sequences  of the reduced ins tance space.

Proof of the Existence of a Legal Schedule (Key Lemma)
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Job Removal Transformat ion

𝑑𝑑𝑖𝑖

𝑑𝑑𝑗𝑗

23



PPAM 17, Tuesday, September 12, 2017

Spread Generat ion Transformat ion

𝑑𝑑𝑖𝑖1 = 𝑑𝑑𝑖𝑖2

𝑑𝑑𝑖𝑖1>

𝑑𝑑𝑗𝑗
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V0-Transformat ion

𝑑𝑑>𝑗𝑗

𝑑𝑑𝑗𝑗
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V-Transformat ion

𝑑𝑑𝑖𝑖

𝑑𝑑𝑖𝑖>

𝑑𝑑𝑗𝑗

𝑑𝑑𝑖𝑖𝑖
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p-Transformat ion

𝑑𝑑𝑗𝑗

𝑑𝑑𝑖𝑖1

𝑑𝑑𝑖𝑖2
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1. 𝑝𝑝>𝑗𝑗 ≤
𝑑𝑑>𝑗𝑗
1+𝜀𝜀

2. 𝑝𝑝𝑖𝑖 = 𝑑𝑑𝑖𝑖
1+𝜀𝜀

for every deadline 𝑑𝑑𝑖𝑖 > 𝑑𝑑>𝑗𝑗
3. 𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠 𝑑𝑑𝑖𝑖 = 𝑑𝑑𝑖𝑖 � 𝐹𝐹 𝑚𝑚, 𝜀𝜀 for a ll 𝑑𝑑𝑖𝑖 ≥ 𝑑𝑑𝑗𝑗.
4. There a re no jobs  i with 𝑑𝑑𝑖𝑖 − 𝑝𝑝𝑗𝑗 ≥ 𝑑𝑑𝑗𝑗.
5. There a re no two jobs  with the same deadline 𝑑𝑑𝑖𝑖 > 𝑑𝑑𝑗𝑗.

Worst  Case Sequence

𝑑𝑑𝑖𝑖 = 𝑑𝑑>𝑖𝑖 �
1 + 𝜀𝜀
𝜀𝜀

1
𝑚𝑚Sequence of jobs with geometrically increasing 

deadlines and t ight slack

PPAM 17, Tuesday, September 12, 2017 28



 The algorithm uses 𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 = argmax𝜏𝜏 )𝑉𝑉𝑚𝑚𝑚𝑚𝑚𝑚 𝜏𝜏 |𝑡𝑡 = 𝜏𝜏 − 𝑡𝑡 � 𝑓𝑓(𝑚𝑚, 𝜀𝜀 .

 For each submitted job j do
 use 𝑟𝑟𝑗𝑗 = 𝑡𝑡 to determine 𝑡𝑡𝑚𝑚𝑖𝑖𝑖𝑖;
 if 𝑑𝑑𝑗𝑗 ≥ 𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚 then

 accept job j; update 𝑡𝑡𝑚𝑚𝑚𝑚𝑚𝑚;
 else

 reject job j;
 end if

 end for

Algorithm Limit  test

PPAM 17, Tuesday, September 12, 2017 29



 A sequence problem is an online problem in which all jobs are 
submitted a t  t ime 0.
 But we mus t make our decis ion on any job before s eeing the 

next job.
 In some online problems , wors t  cases  occur in the corresponding 

sequence problem.
 1|𝜀𝜀, online, pmtn|∑𝑝𝑝𝑗𝑗 � 1 − 𝑈𝑈𝑗𝑗

 In other online problems , progres s ion of t ime leads  to more 
complexity and a  la rger competit ive ra t io.
 1|𝜀𝜀, online|∑𝑝𝑝𝑗𝑗 � 1 − 𝑈𝑈𝑗𝑗

Sequence Problem

PPAM 17, Tuesday, September 12, 2017 30
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Compet it ive Rat io with Preempt ion and Migrat ion

Competitive ratio

m1

𝑃𝑃𝑚𝑚|𝜀𝜀, sequence, pmtn|�𝑝𝑝𝑗𝑗 � 1 − 𝑈𝑈𝑗𝑗

𝑚𝑚 � 1 + 𝜀𝜀
)𝑓𝑓(𝑚𝑚, 𝜀𝜀

⌊ ⌋𝑚𝑚 � 1 + 𝜀𝜀
)𝑓𝑓(𝑚𝑚, 𝜀𝜀

Competit ive Ratio

Lower Bound

31
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Compet it ive Rat io and the Number of Machines

Competitive ratio

�1 𝜀𝜀

𝑚𝑚 = 1

𝑚𝑚 = 2

𝑚𝑚 = 10
𝑚𝑚 → ∞

𝑃𝑃𝑚𝑚|𝜀𝜀, sequence, pmtn|�𝑝𝑝𝑗𝑗 � 1 − 𝑈𝑈𝑗𝑗

𝑚𝑚 � 1 + 𝜀𝜀
)𝑓𝑓(𝑚𝑚, 𝜀𝜀

Competit ive Ratio
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 Submission of many small jobs 
 The adversa ry s tops  the 

submiss ion if the planned a rea  is  
covered with these jobs .

 If we do not accept enough small 
jobs  then the adversa ry submits  
enough jobs  to cover the whole 
a rea  until the deadline.

Lower Bound Base Phase
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 Submission of long jobs with t ight 
s lack.

 The adversa ry s tops  the 
submiss ion if we accept one job. 

 If we do not accept a  job then the 
adversa ry submits  enough jobs  to 
cover the a rea  𝑚𝑚 � 1 + 𝜀𝜀 � 𝑝𝑝𝑗𝑗. 

Lower Bound Filling Phase
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 Repetit ion of this procedure with 
exponentia lly increas ing 
proces s ing t imes  and deadlines .

 For the fina l job  type, the 
adversa ry firs t  exponentia lly 
increases  the proces s ing t ime 
and then reduces  it  by a  very 
small amount 𝛿𝛿. The adversa ry 
selects  the deadline to genera te a  
t ight  s lack. We cannot accept any 
of these jobs . 

Lower Bound Complet ion
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Slack and the Progression of Time

tight slack at submission
for 𝜀𝜀 = 1

s lack viola tion a fter 
progres s ion of t ime and 
delayed execution

𝑡𝑡𝑟𝑟𝑟𝑟𝑟𝑟

𝑡𝑡𝑟𝑟𝑟𝑟𝑟𝑟
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 We replace 𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠 by a  more complex criterion 𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎.
 We add a  new trans formation large job split t ing.
 The lemma st ill holds.

Modif icat ion of the Key Lemma

𝑉𝑉𝑎𝑎𝑎𝑎𝑎𝑎 𝑡𝑡 = �
𝑗𝑗𝑗𝑗𝑗𝑗

0
𝑡𝑡 − 𝑑𝑑𝑗𝑗 + 𝑝𝑝𝑗𝑗

𝑚𝑚𝑚𝑚𝑚𝑚 𝑝𝑝𝑗𝑗 − �𝑑𝑑𝑗𝑗 1 + 𝜀𝜀 , 0
𝑝𝑝𝑗𝑗

for 𝑑𝑑𝑗𝑗 − 𝑝𝑝𝑗𝑗 ≥ 𝑡𝑡

for 𝑑𝑑𝑗𝑗 − �𝑑𝑑𝑗𝑗 1 + 𝜀𝜀 ≥ 𝑡𝑡 > 𝑑𝑑𝑗𝑗 − 𝑝𝑝𝑗𝑗

for 𝑑𝑑𝑗𝑗 > 𝑡𝑡 > 𝑑𝑑𝑗𝑗 − �𝑑𝑑𝑗𝑗 1 + 𝜀𝜀
for 𝑡𝑡 ≥ 𝑑𝑑𝑗𝑗
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Large Job Split t ing Transformat ion

𝑑𝑑𝑖𝑖

𝑑𝑑𝑖𝑖 � 𝜖𝜖
1 + 𝜖𝜖
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 The schedule has an impact on worst case sequence situat ions 
with a  small competit ive ra t io (here la rge s lack va lues ).

 Many small jobs  with deadline 1 and a  tota l proces s ing t ime ⁄𝑚𝑚 2.
 ⁄𝑚𝑚 2 jobs  with proces s ing t ime 1 and suitably la rge deadline.
 There a re two bas ic s tra tegies  for a lloca tion

 Balancing
 Concentra tion

 Greedy scheduling with preemption has  a  worse competit ive ra t io 
on pa ra llel identica l machines  than on a  s ingle machine for la rge 
s lack va lues .

Impact  of the Schedule
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Allocat ion with Concentrat ion Strategy

0

1

small jobs long jobs worst case starting at 1

our schedule optimal schedule
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Allocat ion with Balancing Strategy

0

1

small jobs long jobs worst case starting at 0.5

our schedule optimal schedule
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 The greedy acceptance policy for the problem 
𝑃𝑃𝑚𝑚|𝜀𝜀, pmtn, online|∑𝑝𝑝𝑗𝑗 � 1 − 𝑈𝑈𝑗𝑗 has  a  competit ive ra t io of a t  leas t  

 This  term is  la rger than 1+𝜀𝜀
𝜀𝜀

for 𝜀𝜀 > 7.

 The result  a lso holds  for preemption without migra tion s ince the 
proof does  not use migra tion. Therefore, the result  corrects  the 
cla im by DasGupta and Pa lis (2000).

Compet it ive Rat io of the Greedy Acceptance Policy

PPAM 17, Tuesday, September 12, 2017

4𝜀𝜀2 + 14𝜖𝜖 + 2
4𝜀𝜀2 + 9

.
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 Our algorithm guarantees the validity of the threshold for all t imes 
in the s equence problem: 𝑉𝑉𝑠𝑠𝑠𝑠𝑠𝑠(𝑡𝑡) ≤ 𝐹𝐹(𝑚𝑚, 𝜀𝜀) � 𝑡𝑡

 After progres s ion of t ime, this  condit ion may not hold anymore.
 The condit ion for our key lemma is  not true anymore!

 We can prove tha t  the a lgorithm s till works  when we use a lloca tion 
with concentra tion s tra tegy.

 Competit ive ra t io

Inf luence of Progression of Time on the Threshold

𝑚𝑚𝑚𝑚𝑚𝑚
)𝑚𝑚 � (1 + 𝜀𝜀

)𝑓𝑓(𝑚𝑚, 𝜀𝜀 ,
)𝑚𝑚 � (1 + 𝜀𝜀

)4𝑓𝑓(𝑚𝑚, 𝜀𝜀 + 1

PPAM 17, Tuesday, September 12, 2017

Impact of allocation with concentrat ion 
strategy for large values of 𝜀𝜀. 
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 Preemption with migrat ion for resource management
 We use migra tion in case of fa ilures . Can we use it  for resource 

management?
 Heterogeneity of resources

 Most la rge computer sys tems  a re not homogeneous .
 Multiple resources

 The ana lys is  only cons iders  a  s ingle resource. How about 
computa tion and bandwidth and s torage?

 Priority of some jobs
 Can we handle jobs  with different priorit ies?

 Type of jobs
 How can we handle interactive or pa ra llel jobs?

Restrict ions in Pract ice

PPAM 17, Tuesday, September 12, 2017 44
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