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in	EE	in	HPC
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Agenda

• The	problem:	Joules,	Watt,	…	and	
performances	!		

• Hardware	view	point	

• Knowing	the	system,	measuring,	modelling	

• Actions	for	energy	savings	in	HPC	

• and	exascale…	

• Conclusion
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What	is	energy?		

Energy	=	Power	*	Time	

Power	in	watts	
Time	in	seconds,	hours,…	

Energy	in	Wh		

Or	in	Joule:	1	J	=	1	Ws	

James	Prescott	
Joule 4
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What	is	it	all	about?	
UNIVAC I : (UNIVersal AutomaticComputer) 
machine in the 1950’ was consuming 125 kW for 
1905 operations per second.

Sunway (NRCPC-China, 1st June 2016 at
Top500): 93 Petaflops (48 billions times more) at 
a cost of 15371 kW (122 times more)
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HPC	and	EE	-	April	2013
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HPC	and	EE	-	April	2013

TO
P	
50

0

Src:	www.top500.org

6051	MFlops	/	watt	
=	6	GFlops	/	watt
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June	2017

Src:	www.green500.org
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June	2017

Src:	www.green500.org

All	hybrid	
architectures	!	
(almost	all	
Tesla	P100)	
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Power	Efficiency	of	the	Top500	(Jun	2017)
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Accelerators	/	Coprocessors	:		
(only)	90	/	500	have	accelerators	in	top500	list
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Evolution	of	energy	efficiency	for	NVIDIA	GPUs

» More	integration	(FinFET	manufacturing	process	at	16nm)	

» More	cores	:	in	Tesla	P100	(Pascal),	each	Streaming	Multiprocessor	
has	64	CUDA	cores.	A	GPU	can	host	more	than	3000	CUDA	cores.	

nvidia.com
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Architectures	of	HPC	?	

top500.org

>90%	Intel,	then	IBM,	SPARC,	IBM,	AMD,	…

mailto:pierson@irit.fr
http://top500.org


pierson@irit.fr

ARM-based	HPC

Designed	originally	for	mobile	phones	
but	improving…	

For	instance,	the	EU	Mont-Blanc	project	at	BSC.	
 (EUROPEAN APPROACH TOWARDS ENERGY EFFICIENT HIGH PERFORMANCE)  
2160 CPUs and 1080 GPUs. 
Originally based on Exynos 5 SoC Dual 
  ARM Cortex-A15 (ARMv7, 32 bits)  
  Integrated ARM Mali-T604 GPU. 
Performance :  

34.7 teraflops with 24 kilowatts : 1445 Mflops / W  

Soon	(2017-):	Dibona-	BULL	Sequana,	ARMv8,	64bits	with	Double	
Precision	Floating	Point	(ThunderX2	ARM).	48	Nodes.	3000	cores	
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Need	for	FAST	and	Power	efficient	uniform	access	
to	memory	DRAM	and	GFX	memory	together:	
Memory	bandwidth	should	not	become	the	
bottleneck		

Decrease	of	power	thanks	to	low	voltage	and	
higher	density	
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Samsung
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Communication	energy
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A	lot	of	energy	is	spent	in	off-chip	Data	
Movement	(40-50%!)	[Lefurgy,	IEEE	Computer’03]	

It	takes	time	and	energy	to	load/store	data	

and	even	more	time	than	computing…	
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from	T.	Hoefler,	EnA-HPC	2011

For	a	matrix-multiplication
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Towards	In-situ	Data	Analysis

Rodero	et	al.	2014

Data	staging	both	vertically	across	multi-
level	memory	hierarchy	and	horizontally	
across	compute	nodes

Speculative	data	movement
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Key	findings:		
- the	best	is	12	cores	
for	simulation	and	
4	for	analysis		

- using	only	2	cores	
for	analysis	delays	
simulation	tasks	

- higher	power	for	
power	demanding	
memory	(DRAM)

Data	Staging	Impact

mailto:pierson@irit.fr
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Impact	of	data	
movement	speculation
Key	findings:		
- Almost	no	impact	in	
terms	of	energy	and	
time	

- but	average	power	
increases	with	
speculation!	due	to	the	
data	movement	done	
in	parallel	to	the	
simulation	and	analysis
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Impact	of	data	
movement	speculation
Key	findings:		
- Almost	no	impact	in	
terms	of	energy	and	
time	

- but	average	power	
increases	with	
speculation!	due	to	the	
data	movement	done	
in	parallel	to	the	
simulation	and	analysis

And	HDD	with	100%	
accurate	speculation	gives	
better	results	than	NVRAM	
both	for	energy	and	time
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Reducing	Energy…



25

pierson@irit.fr

Classical	methods	to	save	energy	
in	large	scale	IT

• Switch	off	/	remove	useless	
resources:		
– Avoid	redundancies	in	system	
(servers,	networks)	and	data	

– Consolidation	and	virtualisation
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Classical	methods	to	save	energy	
in	large	scale	IT

• Switch	off	/	remove	useless	
resources:		
– Avoid	redundancies	in	system	
(servers,	networks)	and	data	

– Consolidation	and	virtualisation
NOT	YET	FOR	HPC
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Advanced	technics

• Adjust	automatically	
the	system	to	the	
demand	

• Take	into	account	the	
electricty	production	
means	and	energy	
market	(smartgrids)	

• And	life	cycle	impact
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Advanced	technics

• Adjust	automatically	
the	system	to	the	
demand	

• Take	into	account	the	
electricty	production	
means	and	energy	
market	(smartgrids)	

• And	life	cycle	impact
NO
T	Y
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Measuring		
and		

Modelling		
Power	Consumption	

-	hardware	level	
-	external	devices	
-	software	models
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Different	sensors
» Hardware	sensors:	RAPL	(Intel),	NVML	(NVidia)	

» Intra-resource	sensors:	(to	measure	voltage	or	
power	at	component	level):	PowerMon,	Linux	
Energy	Attribution	and	Accounting	Platform	
(LEA2P)	

» External	devices:	ePDU,	Watt’s	Up,	PowerPack,	
pmlib,	KWAPI,	PowerScope,	…		

» Software	interfaces:		

» PAPI,	Mummi,	eclib,	EML,	for	estimating	
power	consumption
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Hardware	sensors	
Measuring	with	RAPL	

Running	Average	Power	Limiting

Originally designed for power capping  

Since Intel Haswell, RAPL values based on real measurements

Correlation	
between	RAPL	
reported	data	
and	direct	AC	
measurements

Hackenberg	et	al.	HPPAC2015
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Power	profile	over	time

From	K.	Cameron,	with	Powerpack 30
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Predict	power	consumption	using	machine	
learning	
- multivariate	linear	regression	on	HW	
Performance	Counter	preselected,	or	selected	
from	PCA	analysis	(e.g.	MuMMi	framework)	

- artificial	neural	network	using	HW	
Performance	Counter	and	OS	collected	data	
without	a	priori	selection

Estimating	power,	software	approach
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Using	Artificial	Neural	Networks

Cupertino,	Da-Costa,	Pierson,	under	review

The	quality	of	prediction	is	higher	than	a	priori	approach

mailto:pierson@irit.fr


Actions	at	the	OS	level,	without	
knowing	applications
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CMOS	Power	

P	=	C	*	V2	*	f	

where	
•	C	=	capacitance	of	the	circuit	
•	V	=	tension	(voltage)	
•	f	=	frequency

To	decrease	Power	->	decrease	voltage	or	
frequency	(DVFS:	Dynamic	Voltage	and	
Frequency	Scaling)		
OR	limit	the	allowed	power	

34
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Power	Capping	Effects	(1/2)
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Power	Capping	Effects	(2/2)
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Adapting	the	OS	at	runtime

Idea: Adapt the governor according to the activity

Our approach: NetSched, using network activity indicator.
Simple Rule based: 
Every 100ms :

If Currently in Slowest frequency and Network Activity < 
Threshold --> Change frequency to Fastest
If Currently in Fastest frequency and Network Activity > 
Threshold --> Change frequency to Slowest

Results: (compared to performance governor)
makespan: +8% on IS, -5% on LU, stable for others 
energy: down to -25% on FT

Same	kind	of	idea	with	REST	(Intel	/	INRIA)	
-	If	the	program	is	memory	bound,	lower	the	frequency		
-	If	the	program	is	CPU	bound,	heighten	the	frequency

From Da Costa, PDP 2015. 
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Still	at	system	level:		
Use	phases	of	applications

Approach:
• detect and characterize the system's runtime behaviours/
phases
• partial phase recognition for phase identification
• systems adaptation (storage, memory, interconnect, CPU) 
for each phase .

From Ghislain Landry Tsafack Chetsa. ICPADS 2012
38
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Saving	energy	at	the	small	price	of	
performances

39
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From	the	application	runtime

» Observe	the	iterative	application	running	
for	a	couple	of	iterations,	learn	the	
behaviour	

» Use	DVFS	to	adapt	frequency	to	avoid	idle	
time
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Example	with	Stencil	applications

K. Rojek, A. Ilic, R. Wyrzykowski, L. Sousa, 2016

Stage	1:	starting	from	the	max	frequency,	find	the	most	
energy	efficient	one	for	each	stencil	at	runtime,	so	that	
estimated	time	constraints	is	not	exceeded	
Stage	2:	reconsider	frequency	to	not	exceed	time	constraints	
Also,	adapted	when	another	application	share	at	one	point	
the	CPU…
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Actions	at	the	middleware	level	
(batch	scheduler)	
-	Power	Capping	
-	Energy	Capping	
-	Scheduling
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In	SLURM	(15.08)	

Reductions	through	DVFS,	idle	and	shut-down	nodes

Calculate the power consumption of the cluster if the
job is executed
▶If higher than the allowed power budget, check if DVFS is allowed 
for the job

Extension	also	to	Energy	capping
Glesser	2015
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Fair	Sharing
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Energy	Fair	Sharing

57200/4=

Glesser	2015
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Several	possibilities	exist	for	energy	efficient	or	energy-aware	scheduling	
(Mammela	et	al.):		
-E-FIFO:	switch-off	unused	nodes	if	first	job	in	the	queue	can	not	be	run	
before	T	seconds	
-E-BBF	and	E-BFF:	backfilling	(best	fit,	first	fit)	+	switch-off	servers	like	E-
FIFO	

AND	/	OR,	use	DVFS:		
•Adjust	frequency	of	the	processor	when	a	job	start	based	on	the	
number	of	jobs	in	the	queue,	and	the	Utilization	level	of	the	HPC	System:	
low,	medium,	high	(Etinski	et	al.)	
•Adjust	frequency	based	on	the	application	DAG.	(Dolz	et	al.)	

Energy	Efficient	Job	scheduling	in	HPC

46
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Results:	potential	for	energy	savings,	depends	on	workload	using	energy-
aware	versions

from	O. Mammela, EnA-HPC 2011 
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Maximum	+2.37%	on	
makespan
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Maximum	+2.37%	on	
makespan

Maximum	+0.81%	on	
waiting	time
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Maximum	+2.37%	on	
makespan

Maximum	+0.81%	on	
waiting	time
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Using	the	right	speed	for		
fork/join	tasks

» Allocate	tasks	with	a	greedy	algorithm	based	
on	execution	time,	then	use	a	scaling	factor	
on	each	task/node	to	adjust	frequency	

» It	gives	the	same	assignment	than	a	greedy	
based	on	energy	consumption	

» the	scaling	factor	can	be	analytically	
expressed

T.	Rauber,	G.	Rünger,	CCPE2015
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Reducing	slack	and	adjusting	DVFS,		
or	Run	and	Rest

Two strategies: 
1. SRA: Slack Reduction Algorithm: 

Reduce frequency of cores/processors that execute 
non-critical tasks to decrease idle times without 
sacrifying total performance of the algorithm: find 
critical path on DAG and slow down tasks not of the 
critical path

Result: Higher execution time, more energy consumption
2. RIA: Race to Idle Algorithm

Execute all tasks at highest frequency to 
enjoy longer inactive periods

Result: Stable execution time, reduced energy consumption

from	M.	Dolz,	Univ.	Jaume,	EnA-HPC	2011

50



pierson@irit.fr

Hybrid	computing

• CPU	/	GPU	processing	
• GPU	are	VERY	efficient	for	SOME	algorithms	
(regular,	matrix	based)	

• CPU	for	others	
• Need	communications	between	both,	i.e.	between	
memories	and	processors	

• Synchronous	barriers	between	GPU	and	CPU	
• Which	part	of	the	code	on	which	processor	family?	

– At	RunTime:	for	instance	StarPU	algorithm	
– At	placement	phase:	need	to	be	able	to	model	in	
advance,	e.g.	Hydrasim	(developed	by	G.	Da	Costa,	IRIT,	http://
hydrasim.sourceforge.net/)
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Impact	of		
software	developments
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HPC	and	EE	-	April	2013

Impact	of	the	programming	language	and	the	library	used

Comes	from	Powerpack
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BLAS3,	1st	experiment

Characterising	HPC	kernels

Dolz	et	al.	2014
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BLAS3,	2nd	experiment:	change	a	parameter

Characterising	HPC	kernels

Results	depend	on	the	arithmetic	intensity	of	
operations:	ratio	of	FLOPS	over	memory	operations	
(depends	on	2k)
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Source	instrumentation

• Access	to	the	source	code	

• Add	inside	the	code	some	timestamps	when	using	
some	methods	

• Examples:	Energy	Checker	Intel,	ADIOS/CIAO,	EML		

• Very	precise	

• Intrusive,	time	consuming	

56
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EML	:	Energy	Monitoring	Library

Used	for	instance	to	compute	communication	energy	or	to	
compare	computation	energy	on	Sandy	Bridge	and	GPU	(here	
a	matrix	multiplication)	

Cabrera	et	al.	2014

Source	instrumentation
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EML,	Comparing

CUDA	versions	consume	much	less	than	Sandy	Bridge	ones

Source	instrumentation
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Near-Threshold	Voltage	Computing	(1/3)

» Set	the	voltage	of	processors	under	the	
minimum	recommended	voltage	

» Leads	to	“some”	marginal	errors	(bit	flips)	—>	
decreases	performances	by	5-10	times	

» Power	savings	potential	of	10-50	times	

» Energy	reductions	from	2	to	5	times		

» Only	usable	when	computation	with	errors	
possible	(iterative	solvers,	signal	processing)	or	
redundancy		
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Near-Threshold	Voltage	Computing	(2/3)
» Notion	of	Code	Significance:	measure	the	susceptibility	of	code	to	errors	
and	effects	on	end	results.		

» Experiments	with	different	location	of	bit	errors		

Gschwandtner 2014
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Future	of	HPC	and	EE
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From	Compute	intensive	 
to	Data	intensive	applications

• More	and	more	data,		

• Big	Data	

• More	to	do	with:		
– Loading	data	in	the	system	:	IO,	disks	and	networks	
– Processing	huge	amount	of	data:	memory!		
– Communicating	data	among	nodes:		

– reduce	data	movement,	favour	locality

©	S.	Abiteboul

63

mailto:pierson@irit.fr


pierson@irit.fr

Towards	Exascale
Today’s	best:	~93	petaflops	
Exaflops	and	beyond:	>	x10	

Sunway	energy	consumption:	~15	MW		
Exaflop	machine	??	-->	150	MW	

From	Green500	list	from	jun	2017,	an	exascale	system	with	the	best	
level	of	energy	efficiency	would	draw	already	70	MW.		

64
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The	question	is	not	anymore	
Can	I	save	energy	when	doing	HPC?		

There	is	no	choice!	
but	

How	to	do	energy	efficiency	successfully?	»

(c)	Géo
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