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Agenda
Part 1: Introduction

– Intel Software and the Grid
– Grid Programming Environment
– GPE Servers (Globus and Unicore 6)
– Advanced Features and Outlook

Part 2: Hands-on session
– Use pre-configured VMware image
– Run jobs using different GridBeans
– Implement your own Grid Client
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Intel Software 
and the Grid
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Intel Software & Solutions Group

No, Intel is not a chip company only...

Intel SSG
– Over 2000 people worldwide
– Linux, compilers, tools, Java*, .NET*, SOA, Grid, ... 
– Development, enabling, products, standards

Cluster Software & Grid Technology
– HPC, parallelism, cluster, grid computing
– Development of technology and tools, world-class expertise
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Intel® Software Development Products
Intel® Compilers
• The best way to get application performance on Intel 

processors

Intel® VTune™ Performance Analyzers
• Identify bottlenecks in source code to increase performance 

or solve problems

Intel® Performance Libraries
• Highly optimized, thread-safe, multimedia and HPC math 

functions 

Intel® Threading Tools
• Find threading errors and optimize threaded applications for 

maximum performance 

Intel® Cluster Tools
• Create, analyze, optimize and deploy cluster-based 

applications



Copyright © 2007, Intel Corporation.  All rights reserved. * Other names and brands may be claimed as the property
of others.  Intel may make changes to specifications, product descriptions and plans at any time, without notice.

Intel® - XML Software Products

Intel® XSLT Accelerator 1.1
– XSLT 1.0 compliance, drop-in 

replacement for JAXP based 
XSLT processors

– Support for EXSLT extension 
functions and custom Java 
extension

Intel® XML Software Suite Beta 1.0
– W3C XML Standards Compliant
– Java* and C/C++ environments on 

Linux* and Windows*
– XSLT, XML Parsing, Schema 

Validation, XPath navigation

Available
(Beta)

Available
(Beta)

Sep ’07
(Beta)

Sep ’07
(Beta)

AvailableAvailable

Intel® XML  Parsing 
Accelerator Beta 1.0

– W3C XML 1.0 Support
– C++ on Linux* only
– Efficient and scalable

more to come…

Latest Information: http://www.intel.com/software/xml/
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Intel® Open Source Involvement
(incomplete, but Grid-related…)

• Threading Building blocks
– C++ runtime library that abstracts the low-level threading details 

necessary for optimal multi-core performance.
– Uses common C++ templates and coding style to eliminate tedious 

threading implementation work 

• Apache Harmony
– A compatible, independent implementation of the Java SE 5 JDK 

under  Apache License v2
– A community-developed modular runtime (VM and class library) 

architecture. 

• Grid Programming Environment (GPE)
– Complete Grid Software Stack
– Graphical user interfaces, Middleware Services, Execution Agents
– Works with Globus Toolkit, Unicore and China Grid Support Platform
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Grid Programming 
Environment (GPE)
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Grid Programming Environment

• Open Source under BSD license
– SourceForge project (http://gpe4gtk.sourceforge.net)

• Motivation
– Develop prototype Grid components
– Simplify creation of Grid–enabled applications
– Engage with Grid experts and users
– Interact with ecosystem, standards bodies
– Exploit Intel platform features

Multi-Core

Virtualization

Management

Security
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Current State: GPE 1.4 Released
• Globus

– Main GPE development at 
GPE4GTK Sourceforge project

– Complete Grid Software Stack
• Clients, services, execution 

agents

• UNICORE
– GPE integrated in UNICORE 6 

release
– Under consideration as future 

main platform for GPE

• China Grid
– Prototype available for China 

Grid Supporting Platform
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Implementing and Influencing 
Standards with GPE

Open Grid Forum (OGF)
– JSDL (Job Submission Description Language)
– OGSA (Open Grid Services Architecture)

• BES (Basic Execution Services)
• DMI (Data Movement Interface)

– ByteIO (File Transfer and Streaming)

OASIS
– WSRF (Web Services Resource Framework)
– WSN (Web Services Notification)
– WSS (Web Services Security)
– WSBPEL (WS-Business Process Execution Language)
– SAML (Security Assertion Markup Language)

W3C
– WS-Addressing, SOAP, WSDL, XML, etc.
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GPE Components
Graphical

User Interfaces
GridBean

SDK

Higher-level Services

Data Center

Atomic Services

Execution
Agents

Execution
Agents
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GPE Admin Client

• Graphical administration 
interface for Grid systems

• Manages
– Target Systems
– Virtual Machines
– Users
– Applications
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GPE Application Client

• Light-weight Java 
Application

• Simple user interface to 
execute applications on 
the Grid

• Designed for standard 
Grid users
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GPE Expert Client

• Create and manage complex 
workflows on the Grid

• Includes workflow editor for 
Grid-specific BPEL-
workflows

• Currently being integrated 
in Eclipse in cooperation 
with Research Center Juelich
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GPE Portal

• Uses Globus MyProxy
– …or GPE VO Credential Service

• Fully compliant to Portlet
specification JSR 168
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GPE Remote File Manager

• Transfer files 
between local and 
remote file systems

• Transfer files 
between remote 
file systems
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How do GridBeans work?

GridBean Java Archive

Application Logic

Swing Portlet SWT …

Application
Client

Portal
Client Eclipse

Views

Model
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GridBean Examples
•GridBeans fo arbitrary applications

– Generic GridBean, ScriptGridBean

GPE•Application GridBeans
– POVRay, PDBSearch, Ansys

CFX*, Nastran*, Fluent*, 
Gaussian*, etc.

•Complex GridBeans
– Collaborative Online

Visualization and Steering 
(COVS) developed at 
Research Center Juelich
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GPE Services

Target
System
Factory

may
create VMs

Target
System
Service

access a
Grid system

Job
Management

Service

manage
jobs

Storage
Management

Service

manage
storage

File
Transfer
Service

control file
transfers

Service
Registry

entry point 
to Grid

Resource
Broker

find available
systems

BPEL
Workflow

Service
orchestrate

services

OS
Image

Repository
provide VM 

images

GridBean
Service

provide
GridBeans

VO
Credential

Service
authorize

users

Higher-
level
Services

Atomic
Services

One or more physical systems, batch sub systems, other Grids

Atomic Services provide abstraction for underlying Hardware, 
Software, Batch Sub Systems, File transfer protocols etc.

– Based on OASIS Web Service Resource Framework (WSRF)
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GPE Programming

GridBeans
GridBean 
API Other

Clients
Other

Services

Client API

UNICORE 6, Globus Toolkit 4, CGSP, etc.

Service
Registry

Resource
Broker

BPEL
Workflow
Service

OS
Image

Repository

GridBean
Service

VO
Credential

Service

Target
System
Factory

Target
System
Service

Job
Management

Service

Storage
Management

Service

File
Transfer
Service
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Let’s see it in 
action…
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A closer look at the 
server side…
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GPE for Globus Toolkit 4 (GPE4GTK)
• GPE services are hosted in GT4 container

– Only WS-Core package is needed
• Bundled with GPE Server installer
• GPE services are automatically deployed
• Optionally GridFTP can be used for file transfers

• Use underlying Globus security infrastructure
– GPE security provider creates proxy certificates on the client side

• GPE provides
– Atomic Service implementations
– Advanced TSI as replacement for GRAM
– Easy-to-use installation packages
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Supported File Transfer Protocols
• Random ByteIO

– Specification 1.0 (Oct 28, 2005) from OGF-WG
– „plain“ flavor, chunks inlined in SOAP message
– Advantages

• reasonable performance
• allows arbitrary access to file contents
• usually no firewall limitations

• GridFTP
– GridFTPFileTransferService allows initiating GridFTP transfers
– good performance, but firewall limitations

• scp
– good performance, no additional components needed
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Execution Agents

Atomic
Services

Target System Interface (TSI)
– Basic implementation in Java
– Native C implementation for performance
– SSH-version for easy access

Physical System

OS

TSI

Physical System

OS

SSH
Server

TSI
traditional:

Atomic
Services

New!
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GPE for
ChinaGrid
Funded by Chinese 
Ministry of Education

– First phase from 2003 to 
2005 connecting 20 key 
universities 

– 15 Tflop/s computing power, 
150TB storage

– Phase 2 connecting 100 
universities has just 
started…

Cooperation with Intel 2005-2007
– Integrate GPE with CGSP (China Grid Support Platform)
– Allows using GPE clients and GridBeans in ChinaGrid 
– Interoperability between China Grid, Unicore and Globus

Prototype for GPE1.4 integration available since August 2007
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EUROGRID
UNICORE Plus

GRIP
GRIDSTART

NextGRID

D-Grid IP

OMII-Europe
EGEE-II

A-WARE

CoreGRID

Chemomentum
eDEISA

DEISA

2008200720062005200420032002200120001999 2009

PHOSPHORUS

UNICORE

UniGrids
VIOLA

OpenMolGRID

UNICORE Projects
More than a decade of German and 
European research & development 
and infrastructure projects

BEinGRID

Source: Achim Streit, Research Center Juelich
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UNICORE 6 Status

• UNICORE 6 released August 14, 2007
– Includes GPE 1.4.3

• Functionality
– Web service /WSRF core
– Security (message signing, trust delegation)
– Basic services (registry, jobs, files)
– GPE Application client
– GPE BPEL Workflow engine + Expert client
– Command-line client and scripting tools
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UNICORE 6 Components =GPE

Expert 
Client

Portal 
Client

Application
Client

https

Gateway

Service Container

Other 
Services

Atomic Services

Target System
Interface

BPEL
Workflow

GridBean
Service

message 
authentication 
and forwarding

http(s)
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UNICORE 6 Service Container
• WSRFlite

• State of the art web services tools:
– XFire, XmlBeans, Jetty

• Specifications
– WSRF (version 1.2 final)
– WS ServiceGroup
– WS BaseNotification
– WS-I „plain“ web services

• Characteristics:
– High performance
– Ease of configuration
– Developer friendly, embeddable, flexible

Source: Bernd Schuller,
Research Center Juelich
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UNICORE 6 Security
• Basic mechanism

– Users and servers are identified by X.509 certificates
– Communication between components secured by client 

authenticated SSL/TLS
– Messages contain additional security information in the SOAP 

header

• Web service layer
– Extract security info from message

• User: who is the originator of the message 
• Consignor: who sent the message
• Trust delegation tokens, digital signature, ...

– Lookup security attributes in user data base (XUUDB) 
• Input: user's identity (certificate or DN)
• Output: Unix login, role, projects, ...

– Check compliance to standard policies
• Important operations require a digital signature

Source: Bernd Schuller,
Research Center Juelich



Copyright © 2007, Intel Corporation.  All rights reserved. * Other names and brands may be claimed as the property
of others.  Intel may make changes to specifications, product descriptions and plans at any time, without notice.

UNICORE 6 Trust Delegation
• Common problem: user needs to delegate rights to a 

service
– example: file transfer

• Clients can send a SAML trust delegation token
– „User U trusts Server A“
– Digitally signed by U

• Server A adds this token to his messages to Server B

• Server B checks validity and treats request „as if“
sent by User U.

U
getMyFileFromZ

A B
getFile

Source: Bernd Schuller,
Research Center Juelich
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What’s happening
behind the scenes?
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Registry as Entry Point

query EPR to 
TargetSystemFactory

Registry

TargetSystemFactory <A>
TargetSystemFactory <B>

ServiceGroup
Entries

query system 
properties

Target
System
Factory

A B
WS-Resources 
representing
physical systems

System A System B
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Creating a Target System Resource

Target
System
Service

create target 
system resource

Target
System
Factory

A B B* WS-Resource 
representing
target system 
(could be a VM)

Registry

TargetSystemFactory <A>
TargetSystemFactory <B>
TargetSystemService <B*>

“connect” in 
Application Client

System BSystem A
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Submitting a Job

System B

Target
System
Service

B*

submit 
JSDL

Application
GridBean

GridBean 
creates JSDL 
description 
from user 
interface

<jsdl:JobDefinition>
<jsdl:JobDescription>
<jsdl:Application>
<jsdl:ApplicationName>
POVRay

</jsdl:ApplicationName>             
<jsdl:ApplicationVersion>
3.5

</jsdl:ApplicationVersion>
…

Incarnation Database
<idb:IDBApplication>
<idb:ApplicationName>
POVRay

</idb:ApplicationName>
<idb:ApplicationVersion>
3.5

</idb:ApplicationVersion>
<jsdl:POSIXApplication">
<jsdl:Executable>
/usr/local/bin/povray

</jsdl:Executable>
<jsdl:Argument>
+I$SOURCE?

</jsdl:Argument>
…

working
directory

script.sh
Target 
System 

Interface

Job 
Management

Service

J*create & 
register

Storage
Management

Service

S*
create & 
register
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Transferring Input Files

System B

Target 
System 

Interface

Application
GridBean

working
directory

Storage
Management

Service

script.sh
input1.txt
input2.txt

S*

transfer file from 
local file system

publish information 
about supported file 
transfer mechanisms

Job 
Management

Service

J*

Storage
Management

Service

3rd party file transfer 
defined in JSDL
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Starting the Job

System B

Job 
Management

Service

J*

Target 
System 

Interface

Application
GridBean

working
directory

script.sh
input1.txt
input2.txt
output1.txt
output2.txt
./outcome/stdout.txt
./outcome/stderr.txt

start job
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Retrieving the Outcome

System B

Target 
System 

Interface

Application
GridBean

working
directory

Storage
Management

Service

S*

script.sh
input1.txt
input2.txt
output1.txt
output2.txt
./outcome/stdout.txt
./outcome/stderr.txt

output1.txt
stdout.txt
stderr.txt

file transfer to local 
file system initiated 
by GridBean

Job 
Management

Service

J*

Storage
Management

Service

output2.txt

transfer files to 
remote file system 
as defined in JSDL
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GPE Outlook 
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Virtual Machine Provisioning in Action

Physical System

Service VM
OS

Management
Agent

VMM

VM

3. start VM

New!

2. request 
OS Image

OS

3. transfer 
OS Image

OS Image
Repository

New!

1. send resource request  
• Xeon, VT-enabled, 2 cores, 2GB memory, 

SLES9, [icc, Gaussian, …]

4. use like 
plain Grid 
system

TSI

Atomic Services 2.0
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Result 
from CERN 
OpenLabValue of VM Usage vs. Skepticism 

Towards New Paradigm
Concerns

Security
– Give users root permissions in VMs?

– How to keep control over images being 
deployed?

– How to avoid network abuse?

Performance
– Compute performance
– Network I/O
– Image transfer/booting overhead

Integration
– Existing infrastructure components need 

to support new paradigm

Flexibility

Servers no longer tied to OS versions

Efficiency

Share multi-core/multi CPU servers

Robustness

Migrate processes in case of failure

Security

Isolation of execution environments

Value
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Result 
from CERN 
OpenLabContent-Based OS Image Transfers

Problem: Transfer of OS images from repository to physical system 
takes too long

Solution: Keep a local cache of OS image blocks on the physical system 
and transfer only those blocks that do not exist in the cache

image cache 
on target system

OS image repository

A B C D

A G B F

C H I A

• Steps
– send hash table of OS image to target 

system
– compare hash table with table for cached 

images
– transfer only missing blocks

• Costs
– linear for hash table creation
– logarithmic for table sorting

• n(log n) with n number of blocks

blocks on 
file system

Source: Havard Bjerke, CERN
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Result 
from CERN 
OpenLabOS Image Transfer: Results

90 percent common blocks realistic for CERN OS images
– De facto speed-up of factor 1.8

Worst-case:

Source: Havard Bjerke, CERN
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CERN

Keeping control over VM 
images on the Grid

• No root access for 
users in VMs

• Only deploy a fixed set 
of images from the 
repository
– write access only for site 

administrators

• Sign the images to 
verify integrity

Physical
System

VMOSFarm

LCG Site

use VMselect 
image

create or
modify
image

deploy

store

OSOS OS

…

Result 
from CERN 
OpenLab
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Bleeding Edge GPE: Examples
• GPE on Rails

– JRuby allows using the GPE API in Rails 
applications

– Great framework for AJAX-enhanced Grid 
portals! (even works with Flex…)

• Groovy and JRuby as workflow 
languages for end users
– Need a simple way to specify complex jobs 

and workflows
• Graphical editors have limitations or get too 

complex
• Simple scripting language desirable

– GPE client API can be invoked from Groovy 
and JRuby!

http://jruby.codehaus.org/
http://groovy.codehaus.org/
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GPE Plans for 2007/2008
Version GPE 1.5

– Release Date October 2007
– Implement requirements from Intel software testing
– To be included with UNICORE 6.1

Version GPE 2.0
– Beta Release December 2007
– Integrate new virtualization services
– Integrate Expert Client in Eclipse
– Enhanced APIs

Run proof of concepts at Intel customers
– Continue deployments in HPC community

• CERN, European UNICORE community, China, Korea
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Questions?
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Hands-on 
Session…


	Intel® Grid Software
	Agenda
	Legal Information
	Intel Software and the Grid
	Intel Software & Solutions Group
	Intel® Software Development Products
	Intel® - XML Software Products
	Intel® Open Source Involvement(incomplete, but Grid-related…)
	Grid Programming Environment (GPE)
	Grid Programming Environment
	Current State: GPE 1.4 Released
	Implementing and Influencing Standards with GPE
	GPE Components
	GPE Admin Client
	GPE Application Client
	GPE Expert Client
	GPE Portal
	GPE Remote File Manager
	How do GridBeans work?
	GridBean Examples
	GPE Services
	GPE Programming
	Let’s see it in action…
	A closer look at the server side…
	GPE for Globus Toolkit 4 (GPE4GTK)
	Supported File Transfer Protocols
	Execution Agents
	GPE forChinaGrid
	UNICORE Projects
	UNICORE 6 Status
	UNICORE 6 Components
	UNICORE 6 Service Container
	UNICORE 6 Security
	UNICORE 6 Trust Delegation
	What’s happeningbehind the scenes?
	Registry as Entry Point
	Creating a Target System Resource
	Submitting a Job
	Transferring Input Files
	Starting the Job
	Retrieving the Outcome
	GPE Outlook
	Virtual Machine Provisioning in Action
	Value of VM Usage vs. Skepticism Towards New Paradigm
	Content-Based OS Image Transfers
	OS Image Transfer: Results
	Keeping control over VM images on the Grid
	Bleeding Edge GPE: Examples
	GPE Plans for 2007/2008
	Questions?
	Hands-on Session…

